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constraints on wh-dependencies

Subject Island:

Complex NP Island: What did Lily make the claim that Jack forgot? 


Whether Island: What does the teacher wonder whether Jack stole? 


Adjunct Island: What does the teach worry if Lily forgot?

Who does Jack think [the necklace for] is expensive?
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How do children prefer to interpret potentially ambiguous wh-questions?
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How do children prefer to interpret potentially ambiguous wh-questions?

What did the boy [fix [the cat [that [was [lying [on [the table [with __what]]]]]]]]?
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How do children prefer to interpret potentially ambiguous wh-questions?

children strongly prefer this 
interpretation

What did the boy fix the cat that was lying on the table with __what?

✓

De Villiers et al. 2008

child interpretation preferencespattern 3
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How do children prefer to interpret potentially ambiguous wh-questions?

This means they strongly disprefer 
the wh-dependency this 
interpretation relies on.

X

What did the boy [fix [the cat [that [was [lying [on [the table [with __what]]]]]]]]?

De Villiers et al. 2008

child interpretation preferencespattern 3
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De Villiers et al. 2008
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roadmap

• output: behavioral patterns for these dependencies

• input: what do children hear and what input are we feeding our model

• learning objective: identifying an efficient representation of the wh-

dependency input 

• results: a learner adopting this representation strategy successfully attains 

the target knowledge  

• discussion and future direction
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child directed wh-dependencies

• Learning period: 18 months to 4 years1,2

• Number of dependencies estimation:3  
waking hours X utterances per hour X wh-dep per utterance 

 2,146,324≈
• extracted 12,704 wh-dependencies from the CHILDES Treebank4 

1Perkins & Lidz 2021; 2De Villiers et al. 2008; 

3Pearl and Bates 2022; 4Pearl and Sprouse 2013
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IPPRESENT—VPthink—CPNULL—IPPRESENT

Position 1Position 2Position 3Position 4

1
40.1

≈ 0.87

Position 1Position 2Position 3Position 4

1
30.1

≈ 0.90
1

20.1
≈ 0.93

1
10.1

= 1

1
42

≈ 0.06
1
32

≈ 0.11
1
22

= 0.25
1
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= 1
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• output: behavioral patterns for these dependencies

• input: what do children hear and what input are we feeding our model

• learning objective: identifying an efficient representation of the wh-

dependency input 

• results: a learner adopting this representation strategy successfully attains 

the target knowledge  
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Fragment Grammar

• A type of a PCFG
• Input of tree structures 
• Using bayesian inference to learn a representation of tree fragments and 

corresponding probabilities 
• Using this representation, we can test novel stimuli 

O’Donnell et al. 2009
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testing FG representation

• linking average log probability of the pieces with acceptability 
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variable sized chunks baseline
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future directions

• Making changes to the model input 
• dense child directed corpora will better approximate the child’s input
• give the model full trees
• not assuming a perfect representation of the input

• connecting this FG approach to other chunking literature 
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Omaki et al 2014 pattern not captured by syntactic path
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